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Supramolecular Chemistry In Silico

ROSEMARY SHEEHAN and PETER J. CRAGG*
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(Received 22 August 2006; Accepted 26 February 2007)

Computational protocols capable of modelling supramo-
lecular complexes have been evaluated. The complexa-
tion of cations by crown ethers and quaternary
ammonium ions by an oxacalix[3]arene are presented as
examples. In the latter case reliable qualitative results
were obtained using the semi-empirical PM3 method
where guest LUMO and electrostatic potential energies
have been shown to correlate with experimental binding
data. The optimal method for more accurate results
combines semi-empirical equilibrium geometry and
property calculations with single point energy calcu-
lations at the HF/6–31G* or BP/6–31G* quantum
mechanical level.

Keywords: Supramolecular complexes; Computational chemistry;
Macrocycles; Molecular simulation

INTRODUCTION

Supramolecular chemistry is concerned with
systems having a level of complexity which in the
past would have been the exclusive domain of
biologists. Now biologically inspired topics such as
molecular recognition, self-assembly and self-repli-
cation have become routine areas of study for
synthetic chemists. Compounds with the potential to
elicit supramolecular phenomena require a substan-
tial degree of a priori design, whether that involves
optimising host–guest interactions, binding motif
complementarity or geometrical considerations, if
they are to function successfully. Given the vast
amount of relevant experimental data it would seem
reasonable that de novo supramolecular components
should be designed using computational methods
yet these have not been widely applied to supramo-
lecular systems. In the past the sheer size of most
supramolecular aggregates has been prohibitive for

molecular modelling studies which have been
possible only on dedicated supercomputers. Now,
with constant advancement in computer processing
power, molecular modelling has become available on
desktop machines and in recent years supramole-
cular chemistry in silico has started to develop as an
active area of research. There are, however, still
limitations to the levels of theory and the size of
structures that can be studied within a reasonable
time scale [1].

Applications of computational modelling in the
field of supramolecular chemistry are broad in scope.
Molecular dynamics simulations have been used to
investigate synthetic ionophores and their cation
complexes [2,3], the importance of counter ions in
alkali and alkaline earth cation extraction by
18-crown-6 at the water/sc-CO2 interface [4], metal
ion selectivity by calix[4]tubes [5], guest binding by
calix[4]sulfonate in water [6] and molecular recog-
nition by crown ethers, cryptands and cryptates [7].
Molecular mechanics methods have been applied to
oxacalix[3]arene conformational analysis [8], the
nature of the macrocyclic effect with regard to [18]
crown-6 and pentaglyme complexes with Kþ [9] and
investigations into anion complexation by redox
active podands [10]. Cyclodextrin inclusion com-
plexes have been usefully modelled using the semi-
empirical PM3 algorithm [11] and a combination
of MM2 and PM3 methods [12]. Self-assembly of
donor–acceptor aromatic systems has been investi-
gated using MNDO, AM1 and PM3 semi-empirical
methods [13]. Frontier orbital maps calculated by
PM3 have been used to predict the direction of self-
assembly of a novel class of self-organising cucurbi-
turil nanotubes ushering in the possibility of de novo
design for molecular wires in nanoelectronics [14].
At a higher level, ab initio quantum mechanical
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studies have been used to give insights into alkali
metal and alkaline earth cation selectivity of
[18]crown-6 [15,16], transient alkali metal inclusion
in oxacalix[3]arenes [17], the influence of crystal
packing on the host–guest interactions of calix[4]ar-
ene crystal structures [18], proton tunnelling in
calix[4]arenes [19], the impact of cation–p inter-
actions on alkali metal binding by calix[4]arenes [20]
and ammonium binding by resorcarenes [21]. Also at
this higher level of theory, comparisons have been
made between GIAO–DFT and experimentally
derived complexation-induced chemical shifts of
calix[4]arene-solvent inclusion complexes [22].

While this points to a sustained interest in
applying computational methods to supramolecular
problems it is important to note that many of the
molecular simulations require extensive compu-
tational resources in terms of hardware, software
and time. These resources are often unavailable to
synthetic chemists who wish to investigate their
supramolecular systems from a computational
perspective. Herein we aim to establish a set of
computational protocols capable of modelling
supramolecular complexes, suitable for use with a
desktop computer, to provide valuable insights into
the nature and behaviour of these systems. Emphasis

has been placed upon finding an optimum balance
between the levels of theory, from molecular
mechanics to ab initio quantum mechanics methods,
that can be used for calculations while maintaining
practical time scales for these simulations.

EXPERIMENTAL

Benchmarking

Structures of [12]crown-4 (1), [15]crown-5 (2),
[18]crown-6 (3), [21]crown-7 (4), diazacrowns
(5 and 6), dibenzo[18]crown-6 (7) and cryptands
(8 and 9), shown in Fig. 1, were constructed and
geometry optimised (Hyperchem, MM þ ). Semi-
empirical (PM3) methods were then used to further
refine the geometry and obtain DHf values. To
determine if equivalent methods work equally well
when implemented by different commercial sources,
the resulting structures were exported and reopti-
mised (Spartan’04, MMFF followed by PM3).
Properties from the PM3 calculations were recorded.
Single point calculations at HF/3–21G*, HF/6–31G*
and BP/6–31G* levels were then performed using
the PM3 geometries. Properties from the quantum

FIGURE 1 Macrocycles investigated in this study.
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mechanical calculations were recorded. Ab initio and
semi-empirical results were compared to DHf values
determined by the Joback method [23]. The results
are given in Table I. Least squares regression lines
were plotted for the PM3 and quantum mechanics
data to quantify the accuracy of the methods for the
macrocycles (Fig. 2). In addition, geometry optimis-
ation calculations of 1–9 were also determined at
HF/3–21G* and HF/6–31G* levels to determine if
more accurate results were obtained.

Macrocyclic Complexes of Simple Cations

Gas Phase Modelling of Gas Phase Experimental
Data

Models of 1, 2 and 3 were subjected to Monte Carlo
conformational searching (Spartan). All confor-
mations found by this search method were saved
and then optimized by molecular mechanics
(MMFF). The lowest energy conformation was
selected and used in further calculations (PM3). A
centroid was defined relative to the ethereal oxygen
atoms. Alkali metal cations were added at the
centroid position to form the 1:1 complexes 1·Naþ,
1·Kþ, 2·Naþ, 2·Kþ, 3·Naþ, 3·Kþ, 3·Rbþ and 3·Csþ. The
complexes were geometry optimised (PM3) and
resulting energies recorded. Free 3 and three
complexes, 3·Naþ, 3·Kþ, 3·Rbþ, were also geometry
optimised using a low level ab initio model (HF/3–
21G*). Single point calculations were performed for
the Naþ, Kþ and Rbþ ions (HF/3–21G*) and the
output recorded.

Gas Phase Modelling of Solution Phase
Experimental Data

Structures of 1, 2, 3 and 4, and data for Naþ, Kþ, Rbþ

and Csþ guests, were used again. Sr2þ , Ba2þ , Agþ,
Hg2þ , Pb2þ , NHþ

4 , NH2NHþ
3 , HONHþ

3 , CH3NHþ
3 ,

CH3NHNHþ
3 and C2H5NHþ

3 were geometrically
optimised (MMFF). For each cation, a 1:1 3·cation
complex was constructed. 1·Naþ, 2·Naþ and
4·Naþ1:1 complexes were also constructed. For all

structures where parameters were available, a PM3
optimisation of the free host, guest and complex was
performed to generate data for complexes of 1–4
with Naþ, Hg2þ , Pb2þ , NHþ

4 , NH2NHþ
3 , HONHþ

3 ,
CH3NHþ

3 , CH3NHNHþ
3 and C2H5NHþ

3 . The free
ions, ligands and complexes were optimised at the
BP/6–31G* level. Complexes of 1·Naþ, 2·Naþ, 3·Naþ

and 4·Naþ, and 3 with all the listed organic guests
were analysed. The resulting PM3 energies were
recorded. Density functional (BP/6–31G*) optimis-
ations were performed for 1–4, all crown ether·Naþ

complexes, and the complexes of 3 with Naþ, Kþ,
Rbþ, Csþ, Sr2þ , Ba2þ , Agþ, Hg2þ , Pb2þ and NHþ

4 .
For the free ions, a single point BP/6 – 31G*
calculation was performed and the energy of each
recorded. Binding energies calculated using the
following formula [24]:

DEbinding ¼ Ecomplex 2 ðEhost þ EguestÞ ð1Þ

Oxacalix[3]arene Complexes of Quaternary
Ammonium Cations

The p-tert-butylhexahomotrioxacalix[3]arene (10)
structure, using crystallographic coordinates [25],
was imported. One copy of 10 was retained with its
original atomic coordinates and another was geo-
metry optimised (MMFF followed by PM3) to derive
the free energy and enthalpy from calculated
vibrational frequencies. The vibrational frequencies
were inspected to ensure that none were imaginary.
A comparative single point BP/6–31G* calculation
was performed for 10 in the ground state.

Quaternary ammonium iodide guests (Fig. 3,
11–17), known to bind to 10 [26], were built. A
formal charge of þ1 was set on the nitrogen atom of
each guest. The lowest energy ground state
conformer of each flexible guest was determined
from a systematic conformational search. Cations
were geometry optimised (PM3) and a potential
density surface constructed using single point
energy calculations at PM3, HF/6 – 31G* and
BP/6–31G* levels. For all guest models, an iodide

TABLE I DHf and ab initio total energies for macrocycles 1 to 9

DHf (kcal/mol) obtained from:
Total energy (au) from single point ab initio calculations with basis

set:

Joback method PM3 HF/3–21G* HF/6–31G* BP/6–31G*

1 2151 2163.1 2608.2 2611.6 2615.3
2 2191 2203.7 2760.3 2764.5 2769.1
3 2227 2228.7 2912.4 2917.4 2922.9
4 N/A 2283.6 21064.4 21070.3 21076.8
5 2141 2157.4 2872.9 2877.8 2883.2
6 2105 2125.1 2720.8 2724.8 2729.4
7 2171 2152.9 21213.6 21220.4 21227.8
8 2170 2193.3 21101.4 21107.5 21114.4
9 2208 2232.3 21253.5 21260.4 21268.2
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counter ion with a formal charge of 21 was added at
a distance of 2.5 Å from the nitrogen atom.

Ground state equilibrium geometries for the
ammonium iodide salts were determined at the
PM3 level, starting from MMFF (or MMFF
conformer) geometry, and vibrational frequencies
calculated. A BP/6–31G* single point calculation
was performed for each guest. The same structures
were used for each host–guest system. Both the
guest cation and its counter ion were initially
positioned beyond the influence of short-range
interactions. Iodide was restrained to 5 Å below the
ether oxygen atoms of the host for each system. The
nitrogen atom of each guest was constrained to 6 Å
above the ether oxygen atoms of the host as the
upper rim of 10 is more sterically hindered than the
lower rim in the cone conformation. All initial
constraints were removed from the complexes and
ground state geometry optimisations performed
(MMFF then PM3). An example of this is given
in Fig. 4. Vibrational frequencies were recorded.
After PM3 optimisation, a BP/6–31G* single point

calculation was carried out for each complex.
Binding energies for the host–guest complexes
were calculated using Eq. (1) as before.

For the optimised host and host–guest complexes,
the cone angle was also calculated to indicate the
extent of conformational rearrangement undergone
by the host molecule during binding. These values
are given in Table II.

RESULTS AND DISCUSSION

Benchmarking

Linear regression of the benchmarking data for
simple aromatic systems has shown that ab initio
quantum mechanical methods are not always
necessary to calculate accurate heats of formation
[27]. In our survey HF/3 – 21G* single point
calculations correlated well with the literature
(r 2 ¼ 0.82), as did HF/6–31G* and BP/6–31G*
(both r 2 ¼ 0.82) yet the semi-empirical PM3 method
was the most consistent (r 2 ¼ 0.99) giving a much
better balance between computational resource
required and level of accuracy [28]. The results
were also independent of software package,
Hyperchem performing as well as Spartan.

We wished to see if PM3 simulations were as
successful when evaluating molecules of relevance
to supramolecular chemistry. A set of nine macro-
cycles, geometry optimised by molecular mechanics,
was subjected to semi-empirical and ab initio
methods to determine heats of formation. The results
showed that, of the semi-empirical models, PM3 was
the most accurate [28]. A comparison between DHf

FIGURE 2 Correlation between DHf energies of macrocycles 1 to
9 calculated by PM3 and Joback methods (top) and total energies
of macrocycles 1 to 9 calculated by ab initio and Joback methods
(bottom).

FIGURE 3 Guests bound by 10.
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values predicted by semi-empirical, quantum mech-
anical and density functional theories with those
from the Joback method gave r 2 values of 0.87 for
PM3 and 0.21 for HF/3–21G*, HF/6–31G* and
BP/6–31G*. There appeared to be no improvement
in the outcome when geometries were calculated by
time-consuming ab initio methods (r 2 ¼ 0.21 for both

HF/3–21G* and HF/6–31G* data [28]) making the
semi-empirical PM3 approach the optimum method.

Macrocyclic Complexes of Simple Cations

Gas Phase Modelling of Gas Phase Experimental
Data

Initial geometries were generated using MMFF, a
heavily parameterised molecular mechanics system
designed to be used in molecular dynamics of
proteins in addition to traditional organic systems
[29], as it takes account of electrostatic, dipole and
hydrogen bonding interactions which are often the
driving forces behind supramolecular complex
formation. The software packages used had limited
PM3 parameters for alkali metals and no HF/3–21G*
parameters for caesium so a limited trial was
attempted in which PM3 and BP/6–31G* were
compared [28]. The gas phase DHbinding energies of
three crown ether complexes (1·Naþ, 2·Naþ and
3·Naþ) were calculated using Eq. (1) and compared
to experimentally derived dissociation energies [30].
The results were similar, with r 2 ¼ 0.84 for PM3
against 0.83 for BP/6–31G*. In the absence of PM3
parameters a similar analysis, this time keeping the
same macrocycle and varying the alkali metal
(3·Naþ, 3·Kþ and 3·Rbþ), was undertaken using a
low level quantum mechanics model, HF/3–21G*.
Here an excellent correlation with dissociation
energies was found (r 2 ¼ 0.99). A density functional
treatment at BP/6–31G* level for 3·Naþ, 3·Kþ, 3·Rbþ

and 3·Csþ gives an equally impressive correlation
(r 2 ¼ 0.99); if data for 1·Naþ, 1·Kþ, 2·Naþ and 2·Kþ

are included this drops marginally to 0.96 [27].
Replication of gas phase experimental data for alkali
metal cation binding by crown ethers was therefore
largely successful at all levels of theory.

Gas Phase Modelling of Solution Phase
Experimental Data

Using data calculated for gas phase complexation
simulations, and extending the data set to include
more inorganic and organic cations, comparisons
were made between calculated gas phase binding
energies using Eq. (1) and experimentally derived
binding data in methanol or water [31]. PM3 and
BP/6–31G* data for 1·Naþ, 2·Naþ, 3·Naþ and 4·Naþ

gave good agreement (r 2 ¼ 0.95 and 0.98, respect-
ively), however, the extended data set comprising
ten cations by 3 calculated to BP/6–31G* level failed
to correlate with experimental data (r 2 ¼ 0.53) [28].
Solvents, unsurprisingly, have an unpredictable
effect on binding. This is certainly the case in
experimental systems involving polar solvents, polar
host molecules and ionic guests as can be seen when
comparing supramolecular binding constants

TABLE II Comparison of data for guest binding by 10

LUMO
(eV)

ESP
(þve)

(kcal/mol)
Cone angle

(8)
2DG

(kcal/mol)†

11 20.947 123.4 75.1 2.49
12 20.775 126.4 67.4 2.70
13 21.029 119.7 61.7 2.47
14 21.096 122.3 71.1 2.45
15 20.968 122.3 69.2 2.47
16 21.413 118.7 67.4 2.23
17 21.801 117.7 96.2 2.18

† Data from ref. [26].

FIGURE 4 An example of conformational rearrangement: the
10·13 complex showing initial constraints (top) and after geometry
optimisation (bottom). Hydrogen atoms have been omitted for
clarity.
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obtained in different solvents. The use of explicit
solvent was considered as it may have an effect on
the structure of the complex that is used in the
simulation. Unfortunately such simulations are
computationally expensive and probably best used
to probe potential structural effects, such as the
emergence of hydrogen bonded networks, using
molecular mechanics methods [32]. A study of
calix[4]arene conformational interconversion using
a continuum solvent approach has proved successful
although it is unclear how well this method would
translate to model the behaviour of a multicompo-
nent host–guest system [33]. We attempted to apply
explicit solvation to crown ether complexes but
without success [27]. Solvent box molecular
dynamics simulations are undoubtedly a much
better approach in this regard and have been used
to model macrocyclic binding affinities in solution
for some time [34] as well as liquid–liquid extraction
by macrocycles [35].

Oxacalix[3]arene Complexes of Quaternary
Ammonium Cations

Using 2DG8 values determined by Masci [26] for
quaternary ammonium iodide complexation by
oxacalixarene 10, it is possible to determine if any
correlations exist between computational and exper-
imental data for these simple host–guest systems.
Ordinarily a solvated model would be preferable but
as the experimental data were derived from NMR
binding experiments in a non-coordinating solvent,
CDCl3, gas phase models were used.

Experience at the benchmarking stage of this
project showed that replication of solvated binding
selectivity is not normally achieved without the
explicit inclusion of solvent molecules and even
then the results are of dubious value. However, the
systems of interest here are rather complicated; the
host molecule is large and each complex consists of a
cation as well as its associated counter ion. The
addition of a sufficient number of solvent molecules
represents a significant increase in size of the model,
and would render higher-level calculations imposs-
ible on a desktop computer. Hartree–Fock total
energy calculations were prohibitive for the solvated
systems, as were gas phase calculations of enthalpy
or free energy. Density functional BP/6–31G* energy
calculations were attempted for the complexes in
vacuo, but could not be completed within a
reasonable timescale. PM3 binding energies were
not expected to be sufficiently reliable, so a simpler
approach was considered; it was hypothesized that
certain properties of the isolated guest molecules
might be sufficient to predict binding strength. This
approach, if successful, would allow significant
savings in terms of computational time and proces-
sing requirements.

Electrostatic attractions are often vital components
of the array of forces responsible for molecular
recognition [33,36] so it was decided to determine if
experimental selectivity might originate from the
relative strength of cation–p interactions, or from
ion–dipole interactions involving the ether oxygen
atoms. Whether binding strength is more related to
ion–dipole attractions or to the cation–p effect could
possibly be estimated by the position of the bound
guest in the host molecule; the distance from the
most acidic protons of the guest to the aromatic rings
or the ethereal oxygen atoms of the host may indicate
which interaction is most important to complexation.
Masci states, “the interaction between the positive
charges and the p cloud of the aromatic systems can
be considered the main driving force for the
complexation” [26]. The aromatic regions of oxaca-
lix[3]arene 10, as shown in Fig. 5, would appear to
favour guests with trigonal planar, pyramidal or
spherical symmetry. This does not necessarily mean,
however, that cation–p interactions are exclusively
responsible for selectivity. In a study of alcohol
binding by a resorcinol cyclic tetramer [37], Re and
Nagase concluded that even though the dispersion
energies responsible for the CH–p interaction
provided the majority of the energy of complexation,
the selectivity, or molecular recognition, was deter-
mined by the smaller electrostatic attraction [38,39].

A simple correlation was discovered between
guest cation LUMO and 2DG8 which correctly
predicted the rank order of the free energy changes: a
plot of LUMO energy against 2DG8 shows an r 2

value of 0.88 (Fig. 6). Experimental selectivity was
reproduced; the only discrepancy concerned the
complexes 10·13 and 10·15, which would have been
expected to have equal values. Nonetheless they
were correctly bracketed between 10·12 and 10·14.

FIGURE 5 Superimposition of the calculated HOMO and
HOMO-1 on 10 indicating the cation binding region.
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If cation–p interactions are the principal force in
oxacalixarene binding, then a measure of the cation
“strength” should be enough to predict relative
binding affinity, as long as the p-system remains
constant. Dougherty has shown that the electrostatic
component is dominant in cation–p binding [40],
and successfully used electrostatic potential maps as
an indicator of binding strength. In our study it was
hoped that the value of greatest positive electrostatic
potential for each free guest would be an appropriate
measure of how strongly it would be bound by the
oxacalixarene host.

The order observed in the previous LUMO-based
study was also observed when electrostatic potential
was determined, the 10·13 complex again provided
the only major inconsistency. It is uncertain why the
calculated data for 13 do not fit experiment though
this guest is the only bridged bicyclic ring system
among those studied and it may be that its properties
are simply too different to usefully compare it to the
others. The iodide anions were omitted from this
approach so it is also possible that the discrepancy
observed for 13 was due to an experimental effect of
the counterion. Linear regression for the data gives a
fit of 0.86 (Fig. 6); removal of the outlying value for
10·13 improves this to 0.99.

In the absence of crystal structures the computa-
tionally generated geometries can give insights into
the likely importance of different intermolecular
forces. Thus, in the example chosen, the positioning

of the guest molecules suggests that the cation–p
interaction may be of primary importance, but ion–
dipole interactions can also contribute to overall
complex stability. In each case, the iodide counterion
was observed to associate with the lower rim of the
oxacalixarene after optimisation. Given that ion–
dipole interactive forces are typically stronger than
cation–p interactions (12–50 kcal/mol compared to
1–20 kcal/mol [41]), they could provide a significant
stabilisation effect. The results showed that each of
the quaternary ammonium iodide guests was bound
within the oxacalix[3]arene cavity, thus qualitatively
supporting the literature findings. In each case, the
host molecule was significantly rearranged in order
to accommodate the guest, with the initial shallow
cone structure of the oxacalixarene closing around
the guest to maximise favourable interactions. This
relationship, however, was not reliable enough to use
a predictor of binding strength. Factors such as the
steric bulk of the guest would be expected to
influence the rearrangement potential of the host,
with large guests reducing the degree to which the
host can close around them, despite favourable
interactions.

CONCLUSIONS

To make a computational protocol widely applicable
it must be simple to use and require a level of
resource within reach of most researchers. Herein we
have shown that a combination of molecular
mechanics and semi-empirical methods can ade-
quately describe some simple host–guest complexes.
These methods are to be found within many
chemical software packages and do not necessitate
extensive knowledge of computational techniques
by the researcher. In general we have shown that the
low level PM3 calculations perform well across a
diverse group of macrocycles. The consistency of the
PM3 method makes it preferable to the more time
consuming ab initio quantum mechanics and density
functional methods where isolated macrocyclic host
molecules are concerned. Where exact energies are
required, the geometries generated by MMFF/PM3
optimisations are accurate enough for higher level
single point calculations to give good results. This
avoids extremely lengthy geometry optimisations
using ab initio methods.

Replication of gas phase experimental data for
alkali metal cation binding by crown ethers was
largely successful. For the small data set studied,
PM3 calculations reproduced experimental selectiv-
ity marginally better than the BP/6–31G* level. At
the HF/3–21G* level binding selectivity was also
reproduced and the correlation with experiment
was excellent. This extended to a larger data set
comprising eight 1:1 crown ether—alkali metal

FIGURE 6 Correlation between LUMO (top) and electrostatic
energies (bottom) with 2DG8 values for guests 11–17.
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cation complexes investigated at the BP/6–31G*
level. The initial conformation of the free host
molecule was relatively unimportant, as long as it
had an energy minimised geometry. However, when
a host–guest supramolecule was used as the basis
for a simulation, the structure required full geometry
optimisation if inconsistent results were to be
avoided.

The treatment of solvated systems was an issue
which we were unable to address. Dougherty [36]
argued that differential solvation – desolvation
effects will be minor if the ion is held constant
while the neutral host is varied, and that gas phase
calculations may therefore be of value for prediction
of solution phase binding preferences. Our use of
explicit microsolvation did not correlate with
experimental data [27]. Molecular dynamics simu-
lations in solvent boxes have proved to be successful
and undoubtedly offer the most promise [34,35].

For the oxacalix[3]arene example, gas phase
binding energies and enthalpies calculated at the
PM3 level show qualitative support for experiment.
Although these correlations were not good enough
to reproduce the exact experimental order of
selectivity, both DE and DH seem capable at least of
distinguishing between groups of guests which are
very weakly bound, and groups which are more
strongly bound. By way of contrast, calculated 2DG8

values showed no agreement with the literature,
whether qualitative or quantitative.

The study of isolated guest molecule properties
using PM3 calculations gave unexpected results.
Indeed, the magnitudes of the LUMOs and electro-
static potentials of the guest molecules provided the
best correlation with experimental selectivity. It may
be that calculations of these properties are more
accurate than energy calculations at a semi-empirical
level of theory as only valence electrons are
considered. This should provide an adequate
representation of both frontier molecular orbital
energy and electrostatic potential but might not be
expected to perform so well for energetic quantities
such as heat of formation, or total energy, which
concern the nuclei and inner electrons as well as
those in the valence shell.

The optimal protocol, balancing computational
time and accuracy, was to use PM3 equilibrium
geometry and property calculations as a starting
point (where parameterisation was available), and to
follow these with single point energy calculations at
the HF/6–31G* or BP/6–31G* level. If a qualitative
answer is all that is necessary then PM3 alone will
suffice. Where further structural knowledge is
required, geometry optimisation using the 6–31G*
basis set may be performed, but it has a significantly
greater computational cost.

It is clear that there are potential pitfalls when
modelling supramolecular complexes in silico but we

have shown here that even PM3 semi-empirical
calculations can give an adequate first guess as to the
nature and strength of supramolecular interactions,
providing insights that could be used to direct
synthesis. In terms of accuracy, as well as compu-
tational time, it does not appear to be worth
exceeding this level of theory unless a high level
basis set (6–31G* as a minimum) is used.
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